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● Mass casualties in multi-
domain operations will 
require prolonged field care

● Automated life-saving 
interventions are needed to 
manage non-compressible 
hemorrhage on the 
battlefield

● AI-guided ultrasound will
enable medics to efficiently 
access the proper central 
vein or artery for catheter 
placement

Motivation

AI automates image interpretation and guidance, increasing efficiency for non-specialists

Portable ultrasound 
with needle guide

System Concept
Real-Time Demo on PhantomExample Detection 

on Human Images

Active Deep Learning-Based Approach

Continue tracking vessel and 
needle during insertion

Locate artery and vein during 
probe movement

Place probe over the region of 
interest

Insert needle through guide
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Track artery and vein based on 
location/appearance

Cue medic to position system for 
best insertion point

● Adapted “You only look once” (YOLO), real-time detection network[1] 

● Initialized YOLO with ImageNet features, and then applied transfer 
learning by retraining on femoral ultrasound frames to locate artery 
and vein*

Test Accuracy
99% Recall

96% Precision

*Approved by the IRB from Massachusetts General Hospital.  
All data are de-identified.

YOLO CNN for 
feature extraction

● Augmented data 
for 10x additional  
training samples 
(e.g. image 
rotation and 
intensity scaling)

● Active learning 
enables mass 
generation of 
semi-automated 
annotations
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[1]Yolo: J. Redmon, et al. "You only look once: Unified, real-time 
object detection.” IEEE CVPR, 2016.






